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Abstract4

Numerical modelling of flows in geologic porous media with account for plastic5

behavior of rocks at high temperatures and hydrofracturing at high fluid pres-6

sures is required for better understanding of hydrothermal and volcanic systems.7

Investigation of these systems is limited due to lack of reliable and being at hand8

reservoir simulation software that accounts for the complicated rock behavior at9

elevated temperatures. In this paper we present such software as an extension of10

the MUFITS reservoir simulator. We describe the mathematical model utilized11

for modelling of elastic and plastic behavior of rocks and input data formats to12

the simulator. We present several application examples related to modelling of13

the brittle-ductile transition in hydrothermal systems, in particular perturbed14

with emplaced degassing magma body, and provide the corresponding simulator15

input data to facilitate and ease its further usage.16

Key words: Porous media, plastic rock, brittle-ductile transition, hydrother-17

mal system, reservoir simulator, MUFITS18
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1 Introduction19

1.1 On the brittle-ductile transition20

Fluid transport in hydrothermal and volcanic systems is complicated by high tem-21

peratures and pressures that are reached in deep parts of such systems and near de-22

gassing magma bodies. The temperatures and pressures can far exceed that in critical23

point of water at and over which nonlinear fluid properties complicate flows through24

geologic porous media. Besides fluid properties the transport in high-temperature hy-25

drothermal, especially porphyry, systems is also complicated by plastic rock behavior26

Fournier (1999); Parisio et al. (2019). The rock material can be assumed elastic (brit-27

tle) only at shallow depths where temperature, T , is relatively low, T < Tb (Fig. 1).28

With increasing depth and temperature, the plastic (ductile) behavior of rocks becomes29

progressively more relevant in the brittle-ductile transition zone, at Tb ≤ T ≤ Td, and30

below this zone the rocks are ductile, at T > Td. The threshold temperatures Tb and31

Td depend on rock material but as suggested by Hayba and Ingebritsen (1997); Weis et32

al. (2012) we assume Tb = 360◦C and Td = 500◦C.33

The transition from brittle to ductile zone results in redistribution of local stresses34

and strains in the rock matrix what influences fluid transport (Streit and Cox, 2001;35

Cox, 2010; Weis et al., 2012). In particular, relaxation of the differential stress at36

high temperatures increases the failure pressure, that is the maximum pore pressure37

the porous rock can sustain. Also, the permeability of plastic rock matrix reduces38

at elevated temperatures (Watanabe et al., 2017). As proposed by Weis (2015) for39

tectonically active Earth crust, the local stress state and permeability of rocks can40

be characterized by two empirical functions of pressure and temperature. First is the41

failure pressure given as function of T and being equal to lithostatic pressure at high42

T . The other function defines the permeability dependence on temperature and fluid43

pressure. The permeability of rocks is set to decrease with temperature and increase44

with pressure describing counteraction between plastic permeability closure at high45

temperatures and its opening at high pressures. Using such parametrization Weis et al.46

(2012); Weis (2015) simulated formation of a porphyry deposit above degassing magma47

body also applying a model of hydrofracturing at elevated pressures. It was found that48

a strong interaction between the permeability changes below the brittle-ductile interface49

and phase transitions in the fluid can cause permeability waves traveling from magma50
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Figure 1: Schematic view of the investigated processes that are induces by magma

degassing and the hot exsolved fluid flow to surface. The degassing leads to local uplift

of the brittle-ductile transition which is limited from above by hydrothermal convection.

The flow is complicated by the plastic behavior of rocks and hydraulic fracturing. The

gray lines are the instant fluid streamlines.

body to the Earth surface. In these waves the hydraulic fracturing of rocks alternates51

with the ductile creep what is supported with geologic evidence of multiple episodes of52

fracturing in porphyry systems (Sillitoe, 2012).53

Besides porphyry deposits, modelling of fluid flow in porous rocks with account for54

transport through the brittle-ductile transition zone has a more general application55

area to all kinds of hydrothermal systems which can be saturated with different and56

more complicated multicomponent fluids, as compared to the NaCl-H2O mixture con-57

sidered by Weis (2015), and can include inhomogeneous and anisotropic rock material.58

Many hydrothermal and volcanic systems exhibit periodic behavior (e.g., Chiodini et59

al., 2016; Jasim et al., 2018) that can be tried to explain with permeability changes60

in the brittle-ductile transition zone. Such explanations are limited nowadays due to61

lack of simulation software capable of modelling of the rock properties in the ductile62

zone. Indeed, only the fluid transport in elastic rocks can be simulated with the avail-63

able academic simulators (TOUGH2, Pruess et al. (2012); HYDROTHERM, Hayba64

and Ingebritsen (1994); Open Porous Media Initiative, Lie et al. (2012); and others)65

and more advanced industrial reservoir simulators. Their application areas are mostly66
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related to flows at relatively shallow depths (petroleum reservoirs, subsurface gas stor-67

age, geothermal energy extraction, etc.) not covering the temperatures of the ductile68

zone. The only exception is the CSMP++ software (Geiger et al., 2006; Coumou et69

al., 2008) that was recently applied by Weis (2015) to the porphyry deposits. However,70

this software remains not available to scientific community as applicable in ”one click”71

simulator with examples of input data and comprehensive manual.72

1.2 Scope of this work73

In this work we present an extension of the MUFITS reservoir simulator for the74

brittle-ductile transition modelling in accordance with the noted parametrization of75

Weis (2015). The simulator merges the standard for petroleum industry accelerated76

numerical algorithms and input data formats with a number of complicated fluid prop-77

erty modules that extend its application area to hydrothermal and volcanic systems78

(Afanasyev, 2015). Previously, the simulator was applied to investigation of fluid flows79

in kimberlite pipes (Afanasyev et al., 2014), deep supercritical parts of hydrothermal80

systems (Afanasyev et al., 2015), porphyry systems (Afanasyev et al., 2018), and others.81

Although each of these applications concerns flows at high temperatures (at T > Td),82

the plastic behavior of rocks was neglected. Understanding of these flows can be im-83

proved by accounting for the dynamic permeability changes in and below the brittle-84

ductile transition. This work aims at presenting the MUFITS extension which provides85

necessary software developments for further application by scientific community to the86

noted and other geophysical systems.87

Because the present paper concerns the development of the new modelling option88

and not its application to a particular geophysical system, we keep the fluid as simple89

as possible. We assume that rocks are saturated with pure H2O in single-phase liq-90

uid (or supercritical fluid) state. Thus, investigation of the permeability waves (Weis,91

2015) which are partly induced by phase transitions in the NaCl-H2O fluid lies outside92

the scope of this work. We give more attention to possible simulation scenarios and93

boundary conditions by presenting simple problem statements that can further be used94

as templates for development of more complicated numerical reservoir models. The95

problem statements are new because they are designed for demonstration and valida-96

tion of simulator applicability to modelling of the brittle-ductile transition rather than97
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the multiphase flows in elastic rocks that were considered by Hayba and Ingebritsen98

(1997); Pruess et al. (2012); Weis et al. (2014), and others. Previously, MUFITS was99

extensively validated against such ”multiphase” benchmark problems (e.g., Afanasyev,100

2015; Afanasyev et al., 2016), therefore we do not consider them here assuming that101

the simulator accuracy for modelling fluid transport is proven.102

The application examples, besides demonstration of the software capabilities, have103

also a scientific value as byproduct because they uncover the influence of hydrothermal104

convection in the shallow brittle zone on depth of the brittle-ductile transition.105

2 Mathematical model106

2.1 Basic equations107

For simplicity, we formulate the model for non-isothermal flow of a single-phase fluid

assumed to be H2O in further application examples presented in Sect. 4. Such flow in

a porous medium is governed by the equations (e.g., Aziz and Settari, 1979; Pruess et

al., 2012; Afanasyev, 2013)

∂t (φρ) +∇ (ρw) = 0 (2.1)

∂t (φρe+ (1− φ)ρrer) +∇ (ρhw− λ∇T ) = 0 (2.2)

w = −K

µ
(∇P − ρg) (2.3)

ρ(P, T ), h(P, T ), µ(P, T ) (2.4)

ρr = const, er = CrT, λ = const (2.5)

where ∂t = ∂/ ∂t, φ is the porosity, ρ is the fluid density, w is the Darcy’s velocity, e108

is the specific internal energy, ρr, er and Cr are the rock density, internal energy and109

heat capacity, h = e+P/ρ is the fluid enthalpy, λ is the heat conductivity of saturated110

porous medium, T is the temperature, K is the permeability tensor, µ is the viscosity,111

P is the fluid pressure, and g is the gravity acceleration.112

Eq. (2.1) is the mass conservation equation for the fluid. Eq. (2.2) is the energy113

conservation equation for saturated porous medium in that we account for both the114

convective and conductive heat transfer (the terms ρhw and −λ∇T , respectively).115

Eq. (2.3) is the Darcy’s law. The functions (2.4), which are assumed to be given, are116

5



the equations of state for fluid. The relations (2.5) define the thermophysical parameters117

of rock, where for simplicity we assume that rock material is incompressible and its heat118

conductivity and capacity are constant.119

We assume that the permeability tensor (e.g., Aziz and Settari, 1979; Fanchi, 2006)120

K =


Kxx Kxy Kxz

Kxy Kyy Kyz

Kxz Kyz Kzz

 (2.6)

is the sum of two terms121

K = Kd + Ks (2.7)

where Kd is the permeability of dynamic fractures that can open only at high pressures122

and Ks is the permeability of matrix, i.e. the medium between fractures. The matrix123

permeability remains constant (static) in the brittle zone and reduces with temperature124

in the ductile zone (Watanabe et al., 2017). Hence, according to Eq. (2.7), we follow the125

single-medium approach for the dynamic fractures modelling that assumes modification126

of the hydraulic conductivities in elementary volumes of the medium through which127

fractures pass (e.g., van Lingen et al., 2001).128

2.2 Equations for the dynamic fractures129

The fractures permeability is described with the following relationship

Kd = Kd,maxξ (2.8)

where Kd,max is the tensor of maximum permeability, i.e. at maximum aperture of130

fractures, and the empirical parameter ξ characterizes the aperture. The values of131

ξ = 0 and ξ = 1 correspond to fully closed and opened fractures, respectively, whereas132

0 < ξ < 1 correspond to partly opened fractures.133

The progressive hydrofracturing, that is the incremental opening of dynamic frac-

tures if the fluid pressure exceeds the local stress state-dependent failure criterion, is

governed by the following equations

∂tξ0 = F (λ), ξ = min (ξmax(λ),max (0, ξ0)) (2.9)

where F (λ) and ξmax(λ) are given functions and

λ =
P

P∗

6



is the pore-fluid factor, i.e. the fluid pressure P over the rock failure pressure P∗ = Pfail134

(Streit and Cox, 2001; Cox, 2010). The failure pressure Pfail is the fluid pressure at135

which a critical stress for brittle rocks is reached, then leading to hydrofracturing.136

The non-decreasing functions ξmax(λ) and F (λ) define for every given λ the maximum137

aperture and the rate at which the fractures close or open. They are assumed to satisfy138

the following constraints139

F (1) = 0, ∀λ :
dF

dλ
≥ 0,

dξmax

dλ
≥ 0 (2.10)

The function F (λ) is equal to 0 if λ = 1 (Fig. 2). Therefore, according to Eqs. (2.8)–140

(2.10), if λ < 1 then the aperture ξ decreases with time (∂tξ0 ≤ 0) what corresponds to141

reduction of the permeability Kd due to fractures closing. On the other hand if λ > 1142

(i.e. if P is high) then ξ increases with time (∂tξ0 ≥ 0) what corresponds to production143

of the permeability Kd due to fractures opening.144

Using a particular shape of function F (λ) one can specify either the reversible hy-145

drofracturing when fractures close with pressure decrease or the irreversible hydrofrac-146

turing when once created fractures are not closing. In the case of reversible behavior147

the function F (λ) has intervals of both positive values at λ > 1 and negative values at148

λ < 1 (Fig.2, line 1). Thus, if in an elementary volume of porous medium the fluid is149

released through a fracture then λ (and P ) drop down and, according to Eq. (2.9), the150

fracture permeability reduces. In the case of irreversible behavior the function F (λ) is151

non-negative both at λ ≥ 1 and within an interval at λ < 1 (Fig. 2, line 2) leading to152

the non-negative derivative ∂tξ0 what means that fractures are not closing.153

Our Eq. (2.9) differs from Eq. (14) in Weis (2015) in that it does not depend on the154

time step of numerical algorithm. Furthermore, according to Eq. (2.9), the fractures155

close progressively with time when the fluid pressure is released (λ < 1) whereas instant156

fractures closing at λ < 1 is assumed in Weis (2015). It should be noted that a more157

standard approach for the dynamic fractures modelling is based on the following, instead158

of Eq. (2.9), relationship for ξ0 (e.g., Pedroso and Correa, 1997):159

ξ0 = exp (γ (P − Pfail)) (2.11)

where γ is a positive constant. However in the present study aimed at the brittle-ductile160

transition modelling we use Eq. (2.9) to be consistent with Eq. (14) in Weis (2015).161

In other studies the hydraulic fracturing can be described with the relation (2.11) by162
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Figure 2: Examples of the function F (λ) for reversible and irreversible hydrofracturing,

lines 1 and 2, respectively.

setting ξmax equal to the right-hand-side of Eq. (2.11) and specifying large positive163

values of F for λ > 1. According to Eq. (2.9), in this case ξ0 will be equal to ξmax164

due to the high permeability production rate F . Thus, our model of dynamic fractures165

merges the standard approach with Eq. (14) in Weis (2015).166

The tensor Kd,max characterizes local directions of fractures. For example, in the167

case of a system of horizontal fractures one can specify zero xz, yz and zz and non-zero168

xx, xy and yy components of the tensor Kd,max (see Eq. 2.6).169

2.3 Equations for the plastic rock permeability170

For modelling the ductile closure of permeability and its counteracting opening at171

elevated pressures we follow the formulation proposed by Weis (2015) which implies172

that for every radius-vector r the permeability of plastic rocks depends on λ and T173

whereas the failure pressure is the function of only T :174

Ks(λ, T ) = Ks,maxD(λ, T ), P∗(T ) = Pfail + (Plith − Pfail) η(T ) (2.12)

Here, Ks,max is the maximum permeability, i.e. if rocks are elastic at low T < Tb in the175

brittle zone, Plith can be interpreted as the lithostatic (or overburden) pressure, and176

8



300 350 400 450 500 550
0

0.5

1

0

1
2

3
4

5
6

7
8

T, °C

η

λ

-logD

brittle
zone

transition
zone

ductile
zone

stress relax.

Ks closesK
s o

pe
ns

T=
T b

T=
T d

Figure 3: Example of the functions η(T ) and D(λ, T ) for the plastic rock model.

D(λ, T ) and η(T ) are given function of the form schematically shown in Fig. 3, where,177

as before, the temperature intervals T < Tb, Tb ≤ T ≤ Td and T > Td correspond to178

the brittle, transition and ductile regions, respectively (Fig. 1).179

The functions D and η characterize the plastic behavior of rock material. The

following constraints for D(λ, T ) and η(T ) hold

∀λ, T : D(λ, Tb) = 1, D(1, T ) = 1,
∂D

∂λ
≥ 0,

∂D

∂T
≤ 0,

dη

dT
≥ 0

∀T < Tb : η(T ) = 0, D(λ, T ) = 1 ∀T > Td : η(T ) = 1

(2.13)

According to Eq. (2.13) the permeability is constant in the brittle zone, Ks = Ks,max,180

because D ≡ 1 at T < Tb, and the function η(T ) is equal to 0 what leads to P∗ = Pfail.181

In the transition zone Tb ≤ T ≤ Td the failure pressure P∗ increases to the overburden182

pressure Plith with rising T . This can be interpreted as a result of the differential stress183

relaxation at high temperature (Fournier, 1999; Cox, 2010). In the ductile zone T > Td184
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the failure pressure is equal to the lithostatic pressure P∗ = Plith (η = 1). With a185

fixed λ (i.e. fixed P ) and increasing T > Tb, the permeability decreases over several186

orders of magnitude modelling the ductile creep of hot rocks (∂D/ ∂T ≤ 0; Fig. 3).187

This permeability closing is counteracted by its opening with rising λ (∂D/ ∂λ ≥ 0).188

Indeed, for a fixed T > Tb and rising λ the function D increases reaching D = 1 at189

λ = 1.190

2.4 Parametrization in space191

The models of hydraulic fracturing and ductile creep are parametrized in space with192

the following distributions193

Pfail(r), Plith(r), Kd,max(r), Ks,max(r) (2.14)

where r is the radius-vector. Before the fluid flow modelling, the distributions of strains194

and stresses of rocks can be calculated with account for its fractures and faults network195

and forces applied to considered geologic reservoir, e.g. tectonic extension or compres-196

sion or volcanic edifice load (Parisio et al., 2019). From that calculation the distribu-197

tions (2.14) can be derived and then used in the dynamic modelling of fluid flow. For198

instance the distributions (2.14) can be specified using the averaged depth-dependent199

relationships for tectonically active crust. The permeability Ks,max can follow the log-200

arithmic profile of Manning and Ingebritsen (1999) whereas the overburden pressure201

Plith can linearly increase with depth. The failure pressure Pfail can also be specified as202

a function of depth being the maximum pore pressure of the brittle shear and extension203

(Weis, 2015).204

A more comprehensive approach, which although lies outside the scope of the present205

work, could be a full hydro-mechanical coupling when the distributions (2.14) are mod-206

ified dynamically by calculation at every time the stress state in the reservoir. In207

practice, this can be implemented through a program interface between hydrodynamic208

and geomechanic simulators.209

3 Numerical implementation210

The models described in Sect. 2.2 and 2.3 are implemented in MUFITS as two211

separate modelling options. The first option allows the dynamic fractures modelling in212
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accordance with the equations in Sect. 2.2 whereas the second option extends MUFITS213

for the plastic behavior of rocks modelling as it is described in Sect. 2.3. The model214

parameters, in particular the empirical functions F (λ), η(T ) and D(λ, T ) characterizing215

the rock material properties, can be specified in an engineering manner using tabulated216

input format which is described in Appendix.217

The principal directions of the static and dynamic permeability tensors, Ks,max and218

Kd,max, are assumed to be aligned with the grid. Therefore, the mixed components of219

the tensors (xy, yz and xz, see Eq. (2.6)) are equal to zero.220

The standard for reservoir simulation fully-implicit method is applied in the exam-221

ples presented in Sect. 4. The finite volume approach with the upwind discretization222

scheme is utilized (Aziz and Settari, 1979; Fanchi, 2006). The primary simulation vari-223

ables are the pressure, P , and the temperature, T .224

Both modelling options can be applied with any non-isothermal equation of state225

module implemented in MUFITS (Afanasyev, 2015).226

4 Example simulations227

4.1 Overview228

In order to demonstrate the models application with MUFITS we consider several

1D and 2D benchmark simulation scenarios. The problem set-up is schematically shown

in Fig. 4. We apply homogeneous Cartesian griding to the rectangular domain of 36 km

width and 12 km height which corresponds to a cross-section of the Earth crust. Thus

the porosity and matrix permeability follow the average depth-dependent profiles for

tectonically active continental crust (Vitovtova et al., 2014; Manning and Ingebritsen,

1999):

log φ = −0.65− 0.1z + 0.0019z2

logKs,max = 1− 3.2 log z, Ks,max = (Ks,max)xx = (Ks,max)zz

where and in what follows z units are km, the permeability units are mD (millidarcy),

and the pressure units are bar. The maximum fractures permeability is assumed to be

five times the matrix permeability

Kd,max = 5Ks,max, Kd,max = (Kd,max)xx = (Kd,max)zz
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The failure and lithostatic pressures follow the depth-dependent linear profiles:229

Pfail = 1 + 100z, Plith = 1 + 270z (4.1)

The function F (λ) for dynamic permeability model is a quadratic function (Weis,230

2015):231

F (λ) = 0.001(λ− 1)2 (4.2)

where F units are 1/day. The function’s (4.2) graph is the line 1 in Fig. 2.232

The failure pressure and the permeability of plastic rock are governed by the rela-

tions

T < Tb : η = 0, T ∈ [Tb, Td] : η(T ) =
T − Tb
Td − Tb

, T > Td : η = 1

λ ≥ λmin : D(λ, T ) = a

(
1−

(
λ− λmin

1− λmin

)2
)

λ < λmin : D(λ, T ) = D(λmin, T )

(4.3)

where the constants Tb = 360◦C, Td = 500◦C, a = 6.5, and λmin = 0.3 are chosen to233

resemble parameters of the Weis (2015) model. The constraints (2.13) are hold for the234

functions (4.3) plotted in Fig. 3.235

Other rock parameters are ρr = 2700 kg/m3, Cr = 1 kJ/(kg◦C), and λ = 2236

W/(m◦C).237
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The fluid is assumed to be pure H2O. The functions (2.4) are calculated using cubic238

equation of state for water (Afanasyev, 2013) calibrated against IAPWS formulation for239

the H2O properties. The initial and boundary conditions for the problems considered240

below are intentionally chosen to avoid H2O partitioning in vapor and liquid phases.241

Thereby, we reduce the problem complexity because the phase transitions can lead to242

periodic behavior of flows (McGuinness et al., 1993; Weis, 2015). Thus H2O remains in243

single-phase state of liquid or supercritical fluid at high P and T .244

At the initial moment of time, t = 0, we specify that the pressure is equal to the245

lithostatic pressure and the temperature is a linear function of depth corresponding to246

the geothermic gradient of 55◦C/km:247

t = 0 : P = Plith, T = 20 + 55z (4.4)

We impose the atmospheric pressure and temperature at the open top boundary

z = 0 km, corresponding to the the Earth surface, and also keep constant P and T at

the bottom boundary z = 12 km:

z = 0 km: P = 1, T = 20◦C (4.5)

z = 12 km: P = Plith −∆P (x), T = 680◦C (4.6)

The P and T values in conditions (4.5) and (4.6) are in accordance with the depth-248

dependent profiles (4.1) and (4.4). The left and right boundaries, x = ±18 km, are249

impermeable and heat insulated. They do not influence the processes in the center part250

of the domain at x = 0 km.251

4.2 Benchmark problem 1252

First we consider the 1D problem when the Cartesian grid has only one element253

along axis x. The pressure at z = 12 km is kept ∆P = 75 bar less than the lithostatic254

pressure (see Eq. (4.6)). According to Eqs. (4.1) and (4.6) it is equal to 3186 bar.255

At t > 0 the pressure and temperature redistribute in the domain during initial256

transient processes and the steady state distribution evolves at t ≥ 250 ky (Fig. 5). In257

this steady state the pressure follows hydrostatic distribution in the shallow part of the258

domain z < 4.5 km, where T < Tb. Here, the pressure gradient ∇zP decreases with259

depth, z, leading to a nonlinear distribution P (z) which is caused by the fluid density260
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2 along an ascending and descending plume (dashed and dotted lines).

decrease with rising T . In the bottom part of the system at z > 6.5 km (T > Td)261

the pressure has approximately equal difference ∆P from the lithostatic pressure as262

at the bottom boundary and in general it follow the linear lithostatic profile. The263

depth interval of z ∈ [3.5, 6.5] km corresponds to the brittle-ductile transition where P264

changes with depth from the hydrostatic to the lithostatic value.265

The pressure is less than the failure pressure P∗ over the whole depth interval, thus266

the hydrofracturing does not occur (ξ = 0).267

The distribution of T differs from the initial linear profile; the T (z) graph is a convex268

upward curve (Fig. 5b). This is because the imposed boundary condition (4.6) for P269

results in a small H2O flux from bottom to top of the domain of 0.0069 kg/(day·m2)270

magnitude. Indeed, this is caused by a larger than the hydrostatic value of pressure.271

The flux magnitude is controlled by the pressure difference from the lithostatic pressure,272

∆P , at z = 12 km. A smaller ∆P leads to a larger flux. Thus the temperature profile273

is affected by both the conductive and the convective heat transport and the convective274
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flux results in the convex upward distribution T (z).275

4.3 Benchmark problem 2276

4.3.1 Problem 2a277

The mathematical statement of the problem 2a is identical to that of the problem 1278

with the exception of grid resolution. Now, the problem is 2D, i.e. the grid has multiple279

grid blocks along both x and z axes (Fig. 4). As before, the fixed pressure of 3186 bar280

and temperature of 680◦C are maintained at the bottom boundary, z = 12 km (see281

Eq. (4.6)).282

The simulation results are shown in Figs. 5 and 6a at t = 500 ky. The temperature283

remains below Td in the top ≈ 5.5 km of the domain corresponding to the brittle zone.284

Here, the convective flow develops in which the plumes of hot ascending fluid alternate285

with the plumes of colder descending fluid. The fluid cools down near the top boundary,286

corresponding to the Earth surface, then it sinks down to the brittle-ductile transition.287

Near the transition zone the fluid heats up and expands and then due to buoyancy288

it ascends back to surface. Thus, the convection is limited from below by the brittle-289

ductile transition, located at z ∈ [5, 8] km. The flow at t = 500 ky (Fig. 6) occurs290

under quasi-steady state what means that the plumes are not actually steady. They291

move laterally along axis x, and two plumes can merge at some times what is followed292

by formation of a new plume. However, the average distance between the plumes293

remains constant. In the transition and ductile zones (z > 6 km) the convection does294

not develop. Here the flow is in direction from bottom to top.295

The pressure and temperature along vertical straights passing through an ascending296

(x = 0.3 km) and descending (x = −2.5 km) plume are shown in Fig. 5. These297

temperatures coincide in the ductile zone whereas in the brittle zone T is higher in the298

ascending than in the descending plume for every depth z (Fig. 5b).299

The convection (problem 2a) moves the brittle-ductile transition 1 km deeper as300

compared to the 1D case of no convection (problem 1). Indeed as shown in Fig. 5a the301

pressure changes from hydrostatic to lithostatic value in a 1 km deeper zone. This is302

caused by that the convection leads to more intense, as compared to the heat conduc-303

tion, heat transfer to surface. In the case of convection the brittle-ductile transition zone304

is cooled more intensely and so it moves deeper into hotter region. The convection also305
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Figure 6: Simulation results at t = 500 ky for the problems 2a, 2b and 2c (a, b and

c, respectively). The color shows the distribution of − logD and ξ, the black arrows

are direction of the fluid flow, and the blue and red lines are isobars and isotherms,

respectively.
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increases the temperature gradient in the ductile zone (Fig. 5b) because a larger heat306

flux through this zone is needed to support convection near the surface. Another effect307

that can be seen in Fig. 6 is that the ascending plumes locally (beneath them) move308

the transition zone upward because T is higher in such plumes. This localized uplift309

shift of the transition follows the plumes when they move laterally in the intermittent310

convection.311

4.3.2 Problem 2b312

Now we modify the problem 2 and impose elevated pressure at the bottom boundary313

z = 12 km near x = 0 km. Thus we assume that the boundary conditions are (see also314

Eq. (4.6))315

z = 12 km: ∆P = 75− A exp

(
−
(z

5

)2)
, T = 680◦C (4.7)

where A = 75 bar. The distribution (4.7) is shown in Fig. 7. The higher pressure in316

the center region near x ≈ 0 km can be interpreted as the influence of a magma body317

emplaced at x = 0 km and z > 12 km. When magma cools down and solidifies the hot318

fluid is exsolved in the rocks above it what is simulated with elevated pressures imposed319

at x ≈ 0 km and z = 12 km.320

The simulation results for the problem 2b are shown in Figs. 6b and 7. The elevated321

pressure at the bottom results in a locally higher flux into the domain through the322

boundary z = 12 km (Fig. 7). The flux increases up to 0.049 kg/(m2·day) at x = 0 km323

leading to upward movement of the transition zone which stabilizes at shallower depth324

of 4–5.5 km than that near x = ±18 km. The higher heat flux in the center region325

intensifies convection leading to more frequent plumes near x = 0 km.326

The pore pressure P stays below the failure pressure Pfail for every r in the problems327

2a and 2b, thus the hydraulic fracturing does not occur (ξ = 0).328

4.3.3 Problem 2c329

Now we increase the pressure ”anomaly” at the bottom by setting A = 100 bar in the330

boundary condition (4.7). Consequently, the pressure exceeds the failure (overburden)331

pressure at z = 12 km triggering the hydraulic fracturing.332

The simulation results for this problem 2c are shown in Figs. 6c and 7. A higher, as333

compared to the problem 2b, pressure at x = 0 km, z = 12 km results in a larger fluid334
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Figure 7: The pressure and the calculated fluid flux at z = 12 km.

flux from bottom into the domain which maximum of 0.137 kg/(day·m2) is reached at335

x = 0 km. The fractures open up to ≈ 8 km depth in order to allow the higher flux336

(ξ > 0 in the bottom of Fig 6c). The transition zone moves up to 2-3 km depth causing337

very intense convection above it. This upward displacement of the transition results in338

much narrower ascending plumes and the distance between them reduces from 8 km to339

2 km.340

4.4 Benchmark problem 3341

4.4.1 Problem 3a342

The fluid flux from a cooling magma body can also be modelled using a point source.343

Let us now assume the parameters at the boundary z = 12 km are given by Eq. (4.6)344

where ∆P = 75 bar is constant and the reservoir is perturbed with a point source345

placed at x = 0 km and z = 10 km (Fig. 4). A hot fluid of T = 680◦C at P = 3000 bar346

is injected into the reservoir. The injection begins at t = 250 ky and its rate is constant347

at 1000 kg/(day·m).348
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Figure 8: Simulation results at t = 275 ky for the problems 3a and 3b (a and b

respectively). The color shows the distributions of − logD and ξ, the black arrows are

direction of the fluid flow, and the blue and red lines are isobars and isotherms.

The simulation results are shown in Fig. 8a at t = 275 ky. The fluid injection triggers349

hydrofracturing near the point source and above it. A high-permeability pathway forms350

through which the fluid flows through the ductile and transition zones reaching the351

region of convection in the brittle zone. Thereby, the transition zone moves upward352

above the point source.353

4.4.2 Problem 3b354

The scenario 3b is complicated by imposing an inclined damage zone of 0.5 km355

width as it is shown in Fig. 4. The angle of inclination is 45◦. The hydraulic fracturing356

is enabled only in the damage zone. This is simulated using two different rock types357

(i.e. lithological units). The first type is for the damage zone and the second type is for358
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the rocks outside the damage zone. The hydrofracturing model (Sect. 2.2) is enabled359

only for the first type of rocks.360

The result of the flow simulation over 25 ky of injection is shown in Fig. 8b. The361

fluid injection causes the fractures opening in the damage zone, and the fluid rapidly362

ascends to surface through this zone. During initial transient processes the brittle-363

ductile transition moves up near the damage zone shifting to the right of the point364

source. Later on after the transient processes ceases the transition shifts back to the365

center region above the source although the asymmetry partly remains.366

5 Summary367

The brittle-ductile transition can now be simulated with the MUFITS simulator.368

The developed modelling options allow simulations of flows in porous media with ac-369

count for the plastic behavior of rocks at high temperatures and hydrofracturing at370

elevated pressures. We provide several benchmark examples demonstrating the soft-371

ware applicability and possible boundary conditions. The examples can further be372

used as templates for more complicated reservoir models development and for bench-373

marking in other software development efforts. Also, the examples demonstrate that the374

hydrothermal convection in the shallow brittle zone can significantly change the depth375

of the brittle-ductile transition. The simulator with the noted development can further376

be used by scientific community in a more detailed modelling of different transport377

phenomena in high-temperature hydrothermal and volcanic systems.378

Supplementary materials379

The presented examples are supplemented with animated figures showing the flow380

parameters evolution with time. The input data files with comprehensive comments for381

selected benchmark examples as well as the latest version of the MUFITS executable382

and its manual can be found at the simulator website www.mufits.imec.msu.ru.383
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Appendix. MUFITS keyword and mnemonics387

In this appendix we provide technical aspects of modelling the brittle-ductile tran-388

sition with the MUFITS simulator. Any input data file to the simulator contains389

description of the problem in the language of keywords and mnemonics. A keyword is390

command to the simulator with that a particular modelling option is activated or input391

data are loaded in simulation. A mnemonic is brief abbreviation of a physical property392

(e.g., the pressure is PRES). Thus, description of any new modelling option reduces to393

the description of the corresponding keywords and mnemonics.394

The dynamic fractures modelling option based on the equations in Sect. 2.2 is acti-395

vated by specifying the DYNFRACK keyword in the first configuration section of the396

input data file. Then the rock failure pressure Pfail and the fractures permeability397

Kd,max must be specified for every grid blocks in the GRID section of the input file.398

Thereby, the space distributions Pfail(r) and Kd,max(r) are uploaded in the simulation399

(see Eq. (2.14)). The specification of Pfail and Kd,max is done using standard methods400

for operations with arrays in MUFITS. The associated mnemonics are given in Table 1.401

This table also contains the mnemonics for the fractures aperture ξ and the pore-fluid402

factor λ for reporting calculated distributions of these parameters at selected simulation403

times.404

The functions F (λ) and ξmax(λ) in Eq. (2.9) are specified for every rock type by the405

DYNFRTAB keyword (within the ROCK-ENDROCK brackets) which is followed with406

a table of the syntax given in Table 2. Thus, the number of DYNFRTAB tables loaded407

in a reservoir simulation is equal to the number of rock types (or lithological units)408

present in that reservoir model. The table consists of three column which from left to409

right correspond to λ, F and ξmax. Every row of the table defines points belonging to410

the curves F (λ) and ξmax(λ). The values of λ in the first column must increase down411

the table and include the value λ = 1. Therefore, according to Eq. (2.10), the data in412

the 2nd and 3rd columns must not decrease down the table and in the row λ = 1 the413
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Table 1: MUFITS mnemonics associated with the DYNFRACK and DUCTILE options.

Parameter Mnemonic

Pfail PRESFAIL

Plith PRESLITH

P∗ PRESFDYN

Ks,max PERMX, PERMY, and PERMZ

(xx, yy, and zz components)

Kd,max PERMXFR, PERMYFR, and PERMZFR

(xx, yy, and zz components)

D DCTTMULT

ξ TRANFRMT

λ PFLDFACT

Table 2: The DYNFRTAB keyword syntax

DYNFRTAB

λ1 F1 (ξmax)1 /

λ2 F2 (ξmax)2 /
...

...
... /

λm Fm (ξmax)m /

/

function F in the second column must be equal to 0. The default value of ξmax in the414

3rd column is 1.415

The modelling option for the plastic behavior of rocks based on the equations in416

Sect. 2.3 is activated by specifying the DUCTILE keyword in the first configuration417

section of the input data file. Then the lithostatic and failure pressures, Plith and Pfail,418

as well as the matrix permeability, Ks,max, must be specified for every grid block in the419

GRID section of the input file. Thereby, the space distributions Plith(r), Pfail(r) and420

Ks,max(r) are loaded in the simulation (see Eq. (2.14)). The specification of Plith, Pfail421

and Ks,max is done using standard methods for operations with arrays in MUFITS. The422

associated mnemonics are given in Table 1, so the matrix permeability is the ”standard”423

permeability provided for every grid block in any simulation. The Table 1 also contains424

the mnemonics for the magnitude of ductile creep, − logD, the failure pressure, P∗,425
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Table 3: The DUCTTAB keyword syntax

DUCTTAB

Units T1 T2 · · · Tn /

η1 η2 · · · ηn /

λ1 − logD11 − logD12 · · · − logD1n /

λ2 − logD21 − logD22 · · · − logD2n /
...

...
...

. . .
... /

λk − logDk1 − logDk2 · · · − logDkn /

/

and the pore-fluid factor, λ, for reporting calculated distributions of these parameters426

at selected simulation times.427

The functions η(T ) and D(λ, T ) in Eq. (2.12) are specified for every rock type by428

the DUCTTAB keyword (within the ROCK-ENDROCK brackets) which is followed429

with a table of the syntax given in Table 3 (this syntax corresponds to the η(T ) and430

D(λ, T ) graphs layout in Fig. 3). Thus, the number of DUCTTAB tables loaded in a431

reservoir simulation is equal to the number of rock types (or lithological units) present432

in that reservoir model. The table consists of arbitrary number of columns and rows433

which are further denoted as n+ 1 and k + 2 (n, k ≥ 2).434

The data in the first row define the temperatures for which the values of η and D are435

provided. The first item in the row ”Units” defines the units of the following n values436

of temperature. The possible input values for ”Units” are ”K” (default value) and ”C”437

corresponding to degrees Kelvin and Celsius respectively. The values of temperature438

must increase in the row.439

The data in the 2nd row define the values of η for the corresponding values of T.440

According to the constraints (2.13) the values of η are subject to the following rules441

• The values of η must not decrease in the row;442

• At least one value of η = 0 and one value of η = 1 must be present;443

• The temperature Tb is the maximum temperature in the 1st row for which η = 0;444

• The temperature Td is the minimum temperature in the 1st row for which η = 1.445
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The following rows from 3rd to k+2 th are intended for loading the function D(λ, T ).446

Here, in every row the first item is λ which is followed with n values of − logD for this447

λ and the temperatures defined in the 1st row. The values of λ must decrease down the448

table and the maximum λ (i.e. λ1) must be equal to 1. According to the constraints449

(2.13) the values of D in the table are subject to the following rules:450

• The values of − logD for all T ≤ Tb must be equal to 0;451

• The values of − logD for λ = 1 (i.e. in the 3rd row) must be equal to 0;452

• The values of − logD must not decrease in every row and column.453

The cubic and bicubic interpolation is applied to the data provided with the DYN-454

FRTAB and DUCTTAB keywords in order to calculate F (λ), ξmax(λ), η(T ) and D(λ, T )455

at all intermediate values of λ and T .456

The description of other keywords and mnemonics associated to the developed mod-457

elling options can be found in the simulator manual at its website www.mufits.imec.msu.ru.458
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